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Although artificial intelligence (AI) has been 
utilized in the investment management 
industry for decades, it is poised to present 

a sea change of investment, risk, compliance, and 
operational implications in the coming years due to 
the rapid pace of its development. Now, we are not 
just blithely taking advantage of convenient technol-
ogy, such as predictive text or robo advisers, we are 
facing a potential regeneration and reconstruction of 
the industry as a whole. In the absence of omnibus 
federal legislation relating to AI, individual agencies 
are cobbling together rule proposals and guidance 
to attempt to mitigate potential risks.1 In its 2024 
Annual Regulatory Oversight Report, the Financial 
Industry Regulatory Authority (FINRA) noted that 
“while [AI] tools may present promising opportuni-
ties, their development has been marked by concerns 
about accuracy, privacy, bias and intellectual prop-
erty, among others.”2

US Securities and Exchange Commission (SEC) 
Chairman Gary Gensler, in remarks to Yale Law 
School on February 13, 2024, noted that while AI 
presents tremendous opportunities for humanity, it 
also raises a host of issues.3 Indeed, the SEC has had 
a laser focus on the emergence of AI and emergent 
technologies recently, with SEC examiners currently 
conducting sweep examinations regarding the use of 
AI by investment advisers.4 The sweep letter requests 
documentation on the management of potential 
AI-linked conflicts of interest as well as plans to 
address system failure, advertising that references 

AI and reporting on AI systems that cause legal or 
regulatory issues.5 In the midst of this evolution, it 
is critical for mutual fund boards to quickly develop 
acumen in the uses and risks of AI within funds, as 
well as by their investment advisers and service pro-
viders, in order to ensure effective oversight.

Regulatory Background
An AI system is “an engineered or machine-

based system that can, for a given set of objectives, 
generate outputs, such as predictions, recommenda-
tions, or decisions influencing real or virtual envi-
ronments.”6 As AI develops, it is increasingly able 
to implement cognitive abilities similar to those of 
humans. Although AI may not be subject to a com-
prehensive regulatory regime in the United States cur-
rently, it is not an unregulated space. As background 
information for fund boards, in January 2021, 
Congress passed the National Artificial Intelligence 
Initiative Act of 2020, which has served to facilitate 
coordination across federal agencies to expedite AI 
research and establish a mission to advance and sup-
port the development of AI standards.7 In addition, 
numerous proposed congressional bills are pending, 
including the Security, Accountability, Foundations, 
and Explainability (SAFE) Innovation framework 
proposed in June 2023 by Senator Schumer, which 
is designed to serve as a guidestone for Senate AI 
regulation initiatives.8 In October 2023, the White 
House issued an Executive Order on Safe, Secure, 
and Trustworthy Artificial Intelligence (Executive 
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Order).9 The Executive Order seeks to develop a uni-
fied federal approach toward the safe and responsible 
development of AI.10 The Executive Order invokes 
the statutory authority of the Defense Production 
Act and establishes a broad array of federal regula-
tory priorities and requests for agencies to promul-
gate their own standards and guidelines.11

With respect to regulations applicable to 
investment advisers and broker-dealers, SEC Chair 
Gary Gensler is well aware that AI is positioned to 
transform business and society, and he has been 
evaluating its implications for the financial services 
industry for years. If a few AI providers produce 
the models upon which numerous tech providers 
rely, this could create systemic as well as enterprise 
risk. In public remarks, Chair Gensler has discussed 
the importance of regulations concerning AI, espe-
cially with respect to fiduciary duties, and has con-
firmed that the SEC’s Staff is actively focused on 
this area.12 Both the SEC and FINRA have issued 
parameters for investment advisers regarding model 
governance relating to the use of AI.13 In addi-
tion, last summer, the SEC proposed broad new 
rules under the Investment Advisers Act of 1940 
(Advisers Act) and the Securities Exchange Act of 
1934 (Exchange Act) that are designed to mitigate 
perceived conflicts of interest posed by the use of 
AI by investment advisers and broker-dealers (the 
predictive data analytics rules (PDA Rules)).14 In 
particular, the PDA Rules would address conflicts 
of interest associated with advisers who leverage 
algorithms to predict and guide investor decisions 
through phone apps or web interfaces.15 The SEC 
also proposed Advisers Act and Exchange Act rule 
amendments that would require firms to make and 
maintain certain records in accordance with the 
proposed new rules.16

The SEC noted that the proposed rules appli-
cable to investment advisers and broker-dealers 

are a response to the acceleration of the adop-
tion and use of newer technologies by firms, 
such as predictive data analytics and AI, which 
has increased the risk that such technologies may 
be used in a way that could place firms’ inter-
ests ahead of investors’ interests.17 It appears that 
the SEC is concerned that a firm could utilize 
AI in its communications with investors in a 
manner that benefits the firm but is to the det-
riment of the investor. Much to the chagrin of 
registrants and legal practitioners, the proposed 
rules approach conflicts from a different perspec-
tive than the frameworks set forth in Regulation 
Best Interest (Reg BI) and the SEC’s 2019 inter-
pretation regarding the fiduciary duties of invest-
ment advisers (the Fiduciary Interpretation).18 
If adopted substantially as proposed, the PDA 
Rules would have a considerable impact on AI 
service providers, as well as the regulatory land-
scape for investment advisers. Notably, the SEC 
is not waiting until rule adoption to focus on AI 
in its examination priorities.19

With respect to current regulations that may 
have an impact on funds and board oversight 
directly, boards should be mindful that the invest-
ment adviser prohibition against fraudulent con-
duct is applicable in the AI space as well.20 In 
particular, this antifraud prohibition is applicable 
to AI fund disclosure as well as with respect to 
the manner in which AI is incorporated in fund 
investment strategies and processes. With respect 
to board oversight of compliance programs, invest-
ment advisers are required to adopt and imple-
ment written policies and procedures reasonably 
designed to prevent violation of the federal securi-
ties laws, and boards may wish to ask if any adviser 
compliance policies have been updated to reflect 
the incorporation or oversight of AI processes, if 
applicable.21 Boards may also wish to inquire about 
adviser processes to safeguard customer records 
and data.22 In addition, boards may seek to obtain 
ongoing updates regarding relevant AI regulations 
as they evolve over time.

Artificial Intelligence Oversight ...
continued from page 1
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AI Overview
The financial services industry has utilized AI for 

years—for everything from robo-advisor chatbots to 
summarizing fund performance to data trends and 
fraud detection. Boards would benefit from develop-
ing an understanding of key terminology utilized in 
AI, including machine learning, deep learning, large 
language models, and generative AI. Although there 
are no universal definitions of key AI terms, standard 
understandings of key terms in the AI space include 
the following:

	■ AI. Broadly speaking, AI generally refers to 
applications of technology to perform tasks that 
resemble human cognitive function and is gen-
erally defined as “the capability of a machine to 
imitate intelligent human behavior.”23

	■ Machine Learning. A method that helps 
machines aggregate and learn from data in order 
to make decisions. In supervised machine learn-
ing, models are trained with labeled input data, 
and in unsupervised machine learning, models 
are fed large amounts of data and algorithms are 
designed to identify any underlying meaningful 
patterns without any preconceived notion of the 
output.24

	■ Deep Learning. A type of machine learning that 
uses artificial neural networks, in which algo-
rithms process large amounts of data through 
multiple layers of learning in a manner inspired 
by the structure and function of the human 
brain.25

	■ Generative AI. Algorithms, such as ChatGPT, 
that can be used to create new content, includ-
ing audio, code, images, text, simulations, and 
videos.26

While both AI and machine learning have 
existed for decades, it is the rapid evolution of “gen-
erative AI,” such as ChatGPT, that has prompted 
a considerable groundswell of global attention and 
scrutiny. When boards are evaluating the use of AI 
by investment advisers and fund service providers, 

they may wish to consider inquiring about what 
types of AI are used in each instance and what the 
attendant risks of such uses are.

Board Assessment of Scope of 
Utilization of AI

Given the rapid pace with which AI is evolv-
ing and its impact on many aspects of the financial 
services industry, fund board members have a wide 
range of factors that they may wish to consider with 
respect to their fiduciary duty and oversight obliga-
tions as they relate to the use of AI across their fund 
platforms. As AI continues to evolve, it is important 
that boards develop an understanding of key termi-
nology used in AI, the primary ways in which AI 
is used in the financial services industry, and the 
potential impact it may have on services provided to 
funds. Boards should consider inquiring about the 
uses of AI by investment advisers and fund service 
providers. Advisers and service providers utilizing AI 
should be able to explain in plain English to boards 
how and why they are using each type of AI, as well 
as their monitoring and oversight processes. Boards 
may also seek to inquire about fund management’s 
view regarding the potential for AI to disrupt the 
financial services industry as a whole as well as the 
products that they oversee.

Investment Adviser Use of AI
If advisers use AI as part of a fund’s investment 

strategy, boards should request that management 
provide information regarding its use, as well as 
related compliance policies and procedures. Boards 
may also seek to obtain information about other ways 
in which AI is used by the investment adviser, such 
as to create operational efficiencies. With respect to 
funds with an AI strategy component, AI should be 
optimized in favor of the investor’s best interests in 
light of the fiduciary duty that investment advisers 
owe to clients. Funds that utilize AI in their invest-
ment strategy should have carefully crafted strategy 
and risk disclosure27 that does not constitute “AI 
washing,” the practice of overinflating AI claims in a 
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similar fashion to greenwashing in the environmen-
tal, social, and governance (ESG) context.28

With respect to AI use generally, advisers should 
be able to explain how they are using AI in the con-
text of portfolio management, digital engagement 
practices, and other applications. Boards may inquire 
about how AI models operate, how they are tested 
on an ongoing basis, and the type of data underly-
ing each model. They may also consider inquiring 
about the periodic review of model output and how 
it compares to anticipated results. Boards may also 
consider the potential for AI to disrupt each fund’s 
peer landscape. Investment advisers should be able 
to explain to the board their analysis with respect to 
AI and the competitive landscape prospectively.

Fund Service Provider Use of AI
Boards may also seek to inquire whether advisers 

have conducted an assessment of service provider AI 
uses and risks as part of their firm’s vendor manage-
ment and outsourcing processes. It may be prudent 
to request that service providers explain in plain 
English how they are using each type of AI and what 
risk policies have been adopted or are being consid-
ered with respect to AI use and limitations. If a ven-
dor informs fund management or the board that AI 
is prohibited, the vendor should be able to demon-
strate how this is tested on an ongoing basis. Boards 
may wish to inquire about the ability of vendors to 
resist new and more complex threats posed by AI, 
as well as if the use of proprietary data or customer 
data for AI applications is reviewed on an ongoing 
basis for compliance with applicable privacy laws. 
Boards should be cognizant that AI may also be uti-
lized as a tool for fund service provider selection, as 
AI can analyze large amounts of aggregated data and 
provide critical information on patterns and trends 
in vendor performance, pricing, and other selected 
factors.

Compliance Policies and Procedures 
and Risk Assessments

With respect to compliance oversight, boards 
should inquire whether compliance teams have AI 

policies and procedures in place and if fund com-
pliance is monitoring the AI procedures of fund 
service providers for which they have oversight 
on an ongoing basis. Fund policies and proce-
dures generally describe how vendor oversight is 
managed. Boards may request an inventory of AI 
uses, as well as whether a risk/benefit analysis has 
been conducted. The compliance team should be 
able to describe their process for ongoing testing 
and monitoring of any AI policies and how they 
are updated as needed. In some instances, AI itself 
may be used to bolster compliance processes and 
make routine compliance tasks more efficient. AI 
can easily aggregate data, recognize patterns, and 
create content, and this could enable compliance 
personnel to focus on items that require judgment 
and analysis. Compliance may advise the board that 
additional training may be needed in order to con-
sider how processes would be modified by AI and 
how they could be tested. If carefully evaluated and 
monitored, the use of AI in compliance testing and 
processes could be a tremendous benefit, alleviating 
the enormous burdens on compliance teams with 
limited personnel, resources, and budgets. In many 
cases, AI technology may already be deeply embed-
ded in compliance processes, and firms may just 
need to assess its current and prospective uses and 
risks. Boards and firms are likely to be particularly 
cognizant of the potential risks of generative AI, 
which could have a much greater risk of unintended 
consequences.

Boards may also seek to inquire whether AI has 
been incorporated into compliance risk assessments. 
If so, such risk assessments may include an evalua-
tion of AI in each compliance testing category for 
which it is relevant and could also include detailed 
information, such as the degree of risk of each use, as 
well as potential mitigating risk factors. In addition 
to an inventory of AI uses, fund compliance may 
also wish to develop an inventory of the numerous 
risks associated with AI. Boards may wish to inquire 
about specific AI risks. For example, one critical risk 
to evaluate is the oversight of data. Questions to 
consider asking include:
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	■ How is data procured?
	■ Is there any inherent bias with respect to data?
	■ What assumptions are relied upon in machine 

learning applications?
	■ What is the process for identifying and correct-

ing errors in data?
	■ How is data protected?
	■ How are data rights and privacy monitored?

Firms may wish to consider the US Department 
of Commerce’s National Institute of Standards and 
Technology Artificial Intelligence Risk Management 
Framework (AIRMF), which was issued in January 
2023 and was created to develop standards for trust-
worthy use of AI.29 The AIRMF proposed numer-
ous criteria that can be tested in evaluating AI 
risk, including whether it is valid and reliable, safe 
and secure, resilient, accountable and transparent, 
explainable and interpretable, privacy-enhanced, 
and fair with harmful bias managed.30

Cybersecurity Considerations
Although the rapid evolution of AI poses new 

and complex threats, AI technology can also present 
a distinct advantage through its incorporation into 
cybersecurity protocols for threat detection, classi-
fication, and incident response. AI has an unprec-
edented ability to analyze large amounts of data and 
can be used to help management detect emerging 
threats and implement preventive measures. Boards 
may inquire whether management has evaluated or 
updated cybersecurity controls to incorporate AI as a 
tool to enhance risk management. Management may 
be asked to provide boards with information on any 
IT budget adjustments or investments considered 
to enhance cybersecurity controls in light of evolv-
ing threats. Boards may also wish to inquire about 
any training measures fund management is consid-
ering with respect to the use of AI in cybersecurity 
controls.

Whether or not it incorporates AI, cybersecu-
rity controls should be evaluated to determine their 
adequacy in light of evolving AI threats, including 

social engineering, privacy implications, malicious 
code, and denial of service attacks. AI also has the 
potential to optimize cyberattacks, such as ransom-
ware and phishing. Directors should inquire whether 
fund management has a process in place to audit 
the firm’s cybersecurity controls periodically. Firms 
should assess AI risks on an ongoing basis, review 
cybersecurity protocols in light of new threats, and 
update them as needed. If cybersecurity vendors are 
utilized, fund management should be able to provide 
information about their ability to assess and counter 
AI risks. As AI tools become less expensive and more 
prevalent, the risks associated with their pervasive-
ness are likely to increase, and the extent, scope, and 
risks associated with each use should be assessed. If 
firms are utilizing AI in their cybersecurity controls, 
these protocols should be reviewed on an ongoing 
basis to ensure that any AI-powered tool has not 
been the subject of an attack or data manipulation, 
and firms should invest in encryption and access 
control to protect from such attacks. To protect 
privacy, personal information should not be shared 
with an AI tool. In addition, boards may seek to ask 
fund management whether an AI incident response 
plan has been developed.

Conclusion
It is apparent that the financial industry’s use 

and reliance on AI will only escalate over time, as 
well as the regulatory focus on its use. Boards should 
continue to assess the use by fund advisers and ser-
vice providers of AI tools and monitor them on an 
ongoing basis to assess whether the internal policies 
and procedures of fund investment advisers and ser-
vice providers continue to develop with the pace of 
AI enhancements. Boards should be mindful of the 
AI risks of fraud, market manipulation, conflicts 
of interest, deception, privacy considerations, and 
inherent bias. In order to navigate the forthcom-
ing transformational shift in the financial services 
industry fomented by AI, boards would be pru-
dent to exercise diligent oversight over fund adviser 
and service provider use of AI and assess whether 
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safeguards have been put in place to ensure that reg-
ulatory requirements are met and investor interests 
are protected.

Ms. Descoteaux is Senior Counsel for the 
Mutual Fund Directors Forum.
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